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Q1

The output equation for single layer two inputs, one bias and one output artificial neural
networks is given below:

Y_{] ifWX,+W,X,+B>6

0 elsewhere

where W; and W, are weights, X; and X; are inputs, B is bias, ¥ is output and @ is threshold
value. This network will be used to train sample below:
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Plot all the samples in a scatter plot of X; versus Xj. \ ,
“ (2 marks)

Analyze the network performance after the sample been trained using Hebb learning
algorithm in its first epoch (means that all the patterns have passed through once).
Use learning rate, o, = 0.5, threshold 6 = -1 and the following table for the analysis.

Iter Xi X3 T Y W1 W2 B
0 3 3 -2
1 010 0
2 0 1 0
3 1 0 0
4 1 1 0
5 0| -1 1
6 |-1] 0 |
7 | -1] -1 1

(12.5 marks)

From Q1 (b), construct the boundary decision function in the scatter plot of Q1 (a).
(3.5 marks)

Three more samples consist of {X;=2 X, =1T=0;X;=1 X,=2T=0:X;=-2 X,
=-1T =1} will be trained together with the previous sample. Analyze either it is

possible to train the new sample using the Hebb algorithm.
(2 marks)
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Q2 The Multi-layer Perceptron Neural Network (MLPNN) configuration which is to be trained
using the backpropagation algorithm is shown in Figure Q2. All neurons in layers i have
linear activation functions, and all neurons in layer j and layer k have tangent sigmoid and
sigmoid activation functions respectively given by:

(@)

(b)

(©

Q3 (a)

(b)

©

eCnetj _ —Chnet ]
Sl :f(net/) = eCnerj +e—Cnelj > S2 zf(netk) = ]+e—Cnetk

Explain the performance of the MLPPNN model in term of training and accuracy for

a C value of lower and higher than 1.
(2 marks)

If C =1, derive the equations of weights and bias adaptation between layer k to j and
layer j to i if the MLPNN’s error model is given by E=0.5 (Target — output) 2.
(14 marks)

You are required to construct a MLPNN controller for correcting the distorted depth
reading of a wide field of view Kinect camera. To complete the process, you will be
given 1800 set of data consist of laser and kinect reading from field of view of 57°to
135° obtained from both devices. The laser will be use as the benchmark for
correcting the Kinect reading and the error between Kinect ang,llaé'ér 1s highly
nonlinear. Design a procedure to optimally configure the MLPNT\;' for §blving the
problem. s Vg

2 %y
s \ Sk «:/'/ (4 marks)
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Describe the function of relation and projec‘ﬁ.ondin»ﬁﬁzy operation.
(2 marks)

By referring Figure Q3 (b):
(1) Determine membership functions for 4, B, and C.

(7.5 marks)
(i) If G=AUBUC-4UC, construct the membership function of G.

(8.5 marks)

Suppose we have following two fuzzy sets of Torque (7) and speed (S). Construct the
relation for the implication of IF x is Torque THEN y is Speed using Mamdani
implication.

(2 marks)

T(x) = Torque = { 0.%0+0.640+].%0 +0.580+0.%00 }

_ [ 01 0.3 0.6 1.0
S(y)=Speed —{ 250" Aoo+ ﬁooo+ Aooo
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For a fuzzy logic based air conditioner system that consists of two inputs (target temperature
(TT), current temperature (CT)) and one output (temperature adjustment (74)), we have the

Q4

following nine fuzzy rules:

Rule 1: IF TT is cold AND CT is cold THEN T4 is maintain
Rule 2: IF TT is cold AND CT'is medium THEN T4 is low
Rule 3: IF TT is cold AND CT is warm THEN 74 is low
Rule 4: IF 7T is medium AND CT is cold THEN 74 is high
Rule 5: IF TT is medium AND CT is medium THEN TA is maintain
Rule 6: IF 7T is medium AND CT is warm THEN T4 is high
Rule 7: IF TTis warm  AND CT is cold THEN T4 is high
Rule 8: IF TTis warm  AND CT is medium THEN T4 is high g “‘-\
Rule 9:IF TTiswarm  AND CTiswarm  THEN TA is maintain e r‘é ~*> By
/'«J(,v, - 5? ,,.*3‘; ‘:"; '» > "/"
ﬂ“"ﬂ’-‘ 1 x\ ‘g':;.“" e ,,..f")/
where cold, medium, warm, maintain, low and high is given by: \ ¥
— —{ 1 0.571 0 = Towe=4 1 0
C—cold—{ 464_ 19+A3} L—-low—{ /—8+/—5+4 }
— ium =1 0 1 0 = maintain=" 0 /.0
M—medzum—{ 49+A3+A6} M, mazntazn—{ 15+A+A}
- -1 0 0.571 1.0 =hioh=3 0/4+1/ .1
W =warm { é3+ %6+ 30} H = high { 4+A+/8}
(a) Sketch the input and output of the fuzzy membership function respectively.
(2 marks)

(b) If universe of discourse of the output is set from -8 to 8, IT = 25 and CT = 20,
investigate the model output before defuzzification using Mamdani implication

relation and disjunctive aggregator.
(10 marks)

(¢)  Determine the crisp value of C4 from the composed model in Q4 (b) using Bisector
of Area (BOA) method.
(8 marks)

£
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Q5

An engineer needs to design a fuzzy position control system using the following
specifications:

 [Each antecedent (for E which is error and AE which is change in error) and consequent
(AU which is change in control output) must have only 3 fuzzy sets: Negative (N), Zero
(Z2) and Positive (P).

e The membership functions for the two antecedents and one consequent are already given
in Figure Q5.

e Use the Mamdani rule base, disjunctive aggregator and discrete centroid of area (CoA)
defuzzyfication procedure.

(a) Using engineering common sense, design the most appropriate fuzzy control rules in
matrix form to solve the positioning problem with minimum of overshoot if error =

input - output .
(5 marks)

(b) Based on the rules developed in Q5 (a), analyze all the rules that would be fired by
computing the consequent firing angle using triangulation for the following cases.
(Note: Your answer should be in triple form as follows [for example (N, N; 2), uy
= 0.3]. Also approximate your answer to the nearest 0.1 accuracy for the
membership values.)

-~

() E=30.0and AE =40.0 A\
Pt '8 (2.5 marks)
(i) E=5.0and AE=20.0 oY
"'.' - ‘%}3:‘;“”_,,./ (4.5 marks)
(i) E=-5.0and AE=-150  {§
\ e (8 marks)
-END OF QUESTIONS -
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FORMULAS
1) Cartesian product
HAI.\'A7xA3 ....... an(X1,%5,%, ) = min[l»’vA1 (x ):HAz (%3 )by (X,)],
2) Mamdani Implication
(Ra(x)Apg(x))
3) Disjunctive Aggregrator
My (y)=maxlp (PIb 2 ()i ()]
4) Discrete Centroid of Area Method (COA)
2ha(z;)z;
=1
2004 =",
2hy(z )
J=1
. . 0 » - f ;:83
5) Mamdani Implication Operator raire S 14
7 a VY~
o _.\-i( : 5. o o
D, [PA(X)’HB()’)]E HA(x)/\HB ()’) V/i»:;;’; 5’_?»"" ‘,,,»-'*‘/
< (‘Q\‘ (“‘ ’..4"/"’
: . i
6) Backpropogation Chain Rule \ /
OF
AWy, =—
K] =N Wy,
OE _ OE 00y ONETy yn.. 5, = OF
Wy, 00y ONET, oWy, ONET
AWy =-n o
JI
OE __OE ONET¢ 080, ONET) yn . 5, = 0F
oW, ONET, 080, ONET, oW, ONET,
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