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Ql The output equation for single layer two inputs, one bias and one output artificial neural
networks is given below:

[t if WX, + wrX, + B> o
Y=4 I '

L0 elsewhere

where Wr and Wz are weights, Xr and Xzare inputs, B is bias, Y is output and 0 is threshold
value. This network will be used to train sample below:

(a)

(b)

Plot all the samples in a scatter plot of X1 versus X2.
(2 marks)

Analyze the network performance after the sample been trained using Perceptron

algorithm in its first epoch (means that all the patterns have passed through once).

Use learning rate, o : 0.5, threshold 0 : -1 and the following table for the analysis.

(14 marks)

From Ql (b), determine the boundary decision function.
(2 marks)

Three more samples consist of {X1:2 Xz: I T:0 i Xr:l Y'2:2 T = 0 ;X7'2 X2
: -1 T : I ) will be trained together with the previous sample. Analyze either it is
possible to train the new sample using the Perceptron algorithm.

(2 marks)
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(c)

(d)

Xr Xz Y
0 0 1

0 1 1

1 0 I
1 I 1

0 -1 0

-1 0 0

-1 -1 0

Iter Xr Xz S T Y \ilr Wz B
0 I I -1

I 0 0 1

2 0 1 1

3 I 0 1

4 1 1 1

,J 0 -t 0

6 -1 0 0

7 -1 -1 0
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Q2 Study the Multi-layer Perceptron Neural Network (MLPNN) configuration which is to be

trained using the backpropagation algorithm as shown in Figure Q2. All neurons in layers f

and k have linear activation functions and all neurons in layer 7 (hidden neurons) have

tangent sigmoid logistic activation functions given by:

(a)

(b)

n. e " -et(ne,, ):-
en"" +e-n""

Explain the performance of the MLPPNN model in term of training and accuracy for
a C value lower and higher than 1.

(2 marks)

Derive the equations of weights and bias adaptation between layer k to7 and layet i
to i if the MLPNN's error model is given by E:0.5 (Target - output)'.

(13 marks)

You are required to use a MLPNN model for correcting the distorted depth reading

of a wide nlta of view Kinect camera. To complete the process, you will be given

800 set of data consist of laser and kinect reading from field of view of 57'to 135 "

obtained from both devices. The laser will be use as the benchmark for correcting the

Kinect reading and the error between Kinect and laser is highly nonlinear. Design a

procedure to optimally configure the MLPNN for solving the problem with

verification by Z-fold cross validation framework.
(5 marks)

(c)

Q3 (a)

(b)

Describe the function of relation and projection nfrJujzy operation

By referring Figure Q3 (b):

(i) Determine membership functions fot A, B, and C-

(iD lf G = AIJ BU C, construct the membership frrnction of G'

Suppose we have following two fuzq sets of Torque (O and speed (S):

(2 marks)

(6 marks)

(6 marks)

(c)

S(y) - SpenO:{

T(x) -TorQue -l r-%r*0-s/40+ t'%o*0'%0+0'%oo l

'%ro+ '%ro+ 
o'/'oo+ t'Yrooo 

)

Construct the relation for the implication of IF x is Torque THEN y is

Speed using Mamdani imPlication.
(4 marks)

Determine all projection values of the relation constructed in Q3 (c) (i).
(2 marks)

(i)

(ii)
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Q4 For a given finzy logic system, we have the following nine tvgzy rules:

Rule 1: IF X is small

Rule Z:IF X is small

Rule 3: IF X is small

Rule 4: IF X is medium

Rule 5: IF X is medium

Rule 6: IF X is medium

Rule 7: IF X is large

Rule 8: IF X is large

Rule 9: IF X is large

ANID Y is small

AND Y is medium

AND Y is large

AND Y is small

AND Y is medium

AND Y is large

AND Y is small

AND Y is medium

ANID Y is large

THEN Zis small

THEN Zis small

THEN Zismedium

THEN Zis small

THEN Zis medium

THEN Zis medium

THEN Zis medium

THEN Zis medium

THEN Zis large

where small, medium and large are fuzzy sets define by:

s- smail:t %*%*y2*a'%*% l

(a)

(b)

tur -mediu*-l %*o-%*t-%*o-%.% l

L - t arg, =l %*0.% *t'%*t'% l

Sketch all the fimzy sets in one universe of discourse axis.

If X : 3.5 and Y _ 4.5, compose the model output before

Mamdani implication relation and disjunctive aggregator.

(2 marks)

defivzification using

(c)

(10 marks)

Compare the obtained crisp value of Y if it was calculated using Bisector of Area

(BOA) method and disciete Centroid of Area (COA) with sample only integer

universe of discourse values for Q4 (b).
(8 marks)

An engineer needs to design a fiuzy position control system using the following

specifications:

o Each antecedent (for E which is error and AE which is change in error) and consequent

(AU which is change in control ou@ut) must have only 3 fuzzy sets: Negative (N), Zero

(Z) andPositive (P).

o The membership functions for the two antecedents and one consequent are already given

in Figure Q5.
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o Use the Mamdani rule base, disjunctive aggregator and discrete centroid of area (COA)
definzy fication procedure.

(a) Usrng engineering coflrmon sense, design the most appropriate twzy confol rules in
mahix form to solve the positioning problem with minimum of overshoot.

(4 marks)

(b) Based on the rules developed in Q5 (a), analyze all the rules that would be fired by
computing the consequent firing angle using triangulation for the following cases.

(Note: Your answer should be in triple form as follows [for exampl" (ry N; 4, pru
: 0.31. Also approximate your answer to the nearest 0.1 accuracy for the
membership values.)

(i). E:30.0 and AE:40.0
(2.5 marks)

(ii). E: 10.0 and AE :20.0
(4 marks)

(iii). E: -5.0 and AE: -10.0
(6 marks)

(c) For the case of Q5 O) (iii), sketch the resultant waveform of the consequents and

calculate the actual output of the fi;r;zy controller using a discrete sample of I for the

universe of discourse.
(3.5 marks)

-END OF QUESTIONS-
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Figure Q3(b)
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X'INAL EXAIVtrNATION
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X'ORMTJLAS

1) Cartesian product

LL,tr,er,er-.-...6( x1,x2,xn ) = min[p nr( x, ),It nr( x2 ),...11An( x, )J,

2) Mamdani Implication

(tt n( x )lyw n( x ))

3) Disjunctive Aggregrator

vr(I) =mu\t rt(I),v r,(il,--.,v r, (ill

4) Discrete Centroid of Area Method (COA)

Ztru(zi)zi
, -J=locoA - 

"
Ztru( z j )
j=l

5) Mamdani Implication Operator

o"hr(') p"(y)] = p, (x)n p6 (1,)

6) Backpropogation Derivation Chain Rule

LIrKr=-r-$- o" -aE" \Wxt ,.,,Y =-n 
AB*

9= -0! -0o* ay+ 
where 6. = oE aE = aE aNETK

)w*' aoK aNETK aWru '.----- -^ ANETK OBx- ANET_ AB.

Lr/17 =-"+ L,BJ =-n oE"' oWL, *" - " aq

9= taE aNETK..%-ry! 
Where 6,= -04 aE = aE aNETr

dwo aNETK 0o, aNETr }wn "t - aNET, aB, - aNEr, aa,
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