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Q1

Consider the quadratic problem

minimize f(x)= %xTQx -b"x

where xe R" and O is an » X n symmetric positive definite matrix. The best
direction of search is in the Q-conjugate direction. Basically, two directions d¥
and d¥in R are said to be O-conjugate if d°"'Qd® =0. In general, we have
the following definition:

Definition: Let O be a real symmetric nxn matrix. The directions
d9, dm d?, ..., d" are Q-conjugate if for all i # j, we have dVTQdY =0.

@

(b)

Prove the following proposition.

Proposition: Let Q be a real symmetric nXn matrix. If the directions
d®, d®, ..., d®eR", k<n-1, are nonzero and Q-conjugate, then they

are linearly independent.
(12 marks)
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Note that Q=07 >0. The matrix Q is positive definite because all its
leading principal minors are positive:
30
A =3>0, A, =det[0 4]:12>0, A, =detQ=20>0.
Construct a set of O-conjugate vectors d©, d, d?, where
d®=(1,0,0)", d®=(d®,dP,d®), d®=(dP,d?,d?).
(13 marks)
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Q2

The conjugate direction algorithm for minimizing the quadratic function
f(x)= %xTQx -b'x

where 0=0" >0, xe R", is given by

Basic conjugate direction algorithm: Given a starting point x© and Q-conjugate
directions d®, d©, d9, ..., d"7, for k=0,
gMTg®

_ (k1) _ () G
PO b 7+ o d.

g(k) = Vf(x(k)) = Qx(k) —b, o, =

The following theorem shows the conjugate direction method.

Theorem:; For any starting point x©, the basic conjugate direction algorithm
y g P Jug 8

converges to the unique x that solves Qx=>b in n steps, that is, x*” =x".

()  Consider x"—x® e R". Because the directions d?, for i=0,1,..,n—1,
are linearly independent, there exist constants j,, for i=0,1,...,n—1, such

that
X =x0=Bd0+ -+ f, d".
Show that
(BT (k)
B, = —% =0
and

x = x",
(15 marks)

{b) Find the minimum of
1 ¢ 4 2 T -1 2
X, ) =— x—x , xe %,
S (x,%,) % (2 2) L F
using the conjugate direction method with the initial point x® = (0,0)",
and O-conjugate directions d® =(1,0)" and 4% =(-2,3)".
(10 marks)
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(a)

(b)

The minimizer for the quadratic approximation is used as the starting point
for the next iteration. This leads to Newton’s recursive algorithm

X0 = 28 _ (Y g ),
We may try to guarantee that the algorithm has the descent property by
modifying the original algorithm as follows:
x# = 3@ _ g F(x®) 1 g®
where ¢, is chosen to ensure that

FEE) < f(x®),
To avoid the computation of F(x*))™, the quasi-Newton methods use an
approximation to F(x*)™ in place of the true inverse. Consider the
formula
2 = 3 _ o g ®
where H, is an nxn real symmetric positive definite matrix and & is a
positive search parameter. Show that to guarantee a decrease in f for
small ¢, we have
g™ Hg">0. |
(10 marks)

Quasi-Newton algorithms have the form
d® =—H g®,

o, =argmin f(x* +ad®),
az0

1 = x® 4 g d®,
where the matrices H,,H,,... are symmetric. In the quadratic case, these
matrices are required to satisfy
H,Ag"=AxP, 0<isgk,
where
Ax® = x* 30 — g g0 and  Ag® = gD — gD = QAXD,
It turns out that quasi-Newton methods are also conjugate direction
methods, as stated in the following theorem.

Theorem: Consider a quasi-Newton algorithm applied to a quadratic
function with Hessian Q=Q" such that for 0<k<n—1,

H,.AgV =A%, 0<i<k,
where H,, = Hy,. If ,#0,0<i<k, then d,...,d""" are O-conjugate.

Prove the theorem above.
(15 marks)
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In the rank one correction formula, the correction term is symmetric and has the
form a,z%z®7, where g, € R and z* € R". Therefore, the update equation is

' - ), (T

H.,=H +az%z"".
Note that
z®
rank z®z®T < rank| | : [zl(k)'-- sz)] =1

Z®

n

and hence the name rank one correction.

(a)  Consider the condition H,,Ag" = Ax®, show that

(Ax(k) _ HkAg(ff))(Ax(k) —_ HkAg(k))T
A2 (AP _H Ag®)

with given H,, Ag®, and Ax"®.

H

k41

=H, +

-4

(10 marks)

(b) Let
Flx,x,)=x +t],;:;ac22 +3.

Apply the rank one correction algorithm to minimize f. Use x” =(1, 2)
and H,=1,.
(15 marks)

- END OF QUESTION -
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