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Q1 (a)

(®)

(©)

(d)

Q2 (a)

(b)

BWB 43303

There are two major tasks in data mining; Predictive and Descriptive Task.
Define the meaning of these tasks. '
(2 marks)

Give two examples of clustering application in the real world problem and
explains.
(4 marks)

There are seven steps of Data Mining, List all these steps.
(7 marks)

For the following vectors x and y, calculate the similarity by using cosine,
correlation and Jaceard distance.

H x=(0,1,0,1) y=(1,0,1,0)

(i) x=(1,1,0,1,0,1) y=(1,1,1,0,0,1)

(12 marks)
Construct an FP-tree from the data in Table Q2(a).
Table Q2(a): Market Basket Transactions Data
TID Items
1 ac
2 ade
3 abc
4 abd
5 bece
{12 marks)
Consider the market basket transactions shown in Table Q2(b).
Table Q2(b): Market Basket Transactions
Customer Transaction Items Bought
ID ID
1 0001 Milk, Bread, Eggs
1 0024 Milk, Yogurt, Flour, Eggs
2 0031 Milk, Yogurt, Bread, Eggs
2 0015 Miik, Flour, Bread, Eggs
3 0022 Yogurt, Flour, Eggs
3 0029 Yogurt, Bread, Eggs

(i) Compute the support for itemsets {milk}, {bread, eggs} and {milk,
bread, eggs} by treating each transaction ID as a market basket.
(3 marks)
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Use the results in Q2(b)(i) to compute the confidence for the
association rules for {milk, bread} — {eggs} and {eggs} — {milk
bread}.

(2 marks)

Transform the market basket data in Table Q2(b) into the binary
transaction by treating each customer ID as a market basket. Each item
should be treated as a binary variable (1 if an item appears in at least

one transaction bought by the customer, and 0 otherwise).
(3 marks)

Compute the support for itemsets {eggs}, {milk, bread} and {milk,
bread, eggs} based on your answers in part Q2(b)(iii).
(3 marks)

From the answer in Q2(b)(iii), compute the confidence for itemsets
{milk, bread} —> {eggs} and {eggs} — {milk, bread}.
(2 marks)

Q3 Table Q3(a) summarizes a data set with three attributes X,Y,Z and two class
labels C,, C, .

Table Q3(a): Summarization of three attributes with the class labels

Number of instances
X Y Z C, C,
F T T 0 2
F F T 4 0
T F T 0 4
F F F 2 0
T T F 0 0
¥ T F 0 10
T F F 0 0
F F F 10 0

(2) According to the Gini index, which attribute would be chosen as the first
splitting attribute? For each attribute, show the contigency table and the gains
in Gini index.

(13 marks)

(b) Repeart for the next two children of the root node. Build the three level
decision tree.

(12 marks)
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Q4 You are to cluster eight points: x, =(2,10), x, =(2,5), x,=(8,4), x,=(58),
xs=(7.5), x5 =(6,4), x; =(1,2), x, =(4,9). Suppose, you assigned x,, x, and x,

as initial cluster centers for K-means clustering . Using k-means with the Manhattan

distance, compute the three clusters for each round of the algorithm until
convergence.

(25 marks)

-END OF QUESTION-
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